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1. Introduction

A data layout algorithms mainly usedto solve the problem of how to choose the storage
devices to store datandestablish the mapping relationship between datiection and storage
devices collection using an effective mechanism andgteetieet certain goals at the same time,
such as fair distribution of data on the storage device, adaptive storage scale changes, same copies
on different storage devicasdlocatbon ofdata within a very short period of time and space. How
to effectively lay out data is a major challenge faced by laogde network storage systems. At
present, most of the data layout algorithms consider only a single idopsever if only asingle
copy is storedit would be difficult to restoré& once damagedndthus reliability and availability
are affected. A feasible method is to store multiple copies of the data block and @istréut
multiple copies between the storage deviddse placement policy for multiple copies of data
involvesthe redundancy problendifferent copies of each data block should be stored on different
storage devicg in other wordsthe same caps of the data block camot be storedbn the same
storage device Some working group are committed toresearch orredundant data layout
algorithns. This paper divide such algorithms into two categories: continuous copy layout and
random copy layout.

A continuous copy layout algorithm chogsestorage device to swthe master copy of the
data using certaima singlecopy layout algorithm, and then sésrthe rest of the caes on
subsequent storage devicg&be @ntinuous copy layous well appliedin P2P systesi(such as
CFS[1] and PAST[2]). The same copies amssignedto different storage devices to ensure
redundancy and improve reliability. However, when a storage device fails, the system fault
tolerarce will deteriorate andts reliability will be reduced because the workload of the failed
storage devicavill be begathered atraadjacentstorage device. Moreover, the continuous copy
layout algorithm cannot adapt to the chamgéstorage devicedVhen the collection of storage
devices is changethe migrated datareconcentrated in the peripheral storageicks.A random
copy layout algorithm randomly assgoopies to storage devices-§R Whena storage device
fails, the loadis randomly dispersed in the systethereforethe random copy layduhas better
fault-tolerarcethan thecontinuous copy layoutlowever, it cannot guarantee the samea&opre
placedondifferent storagelevices redudng the redundancgndleadng to low reliability. Another
disadvantage of the random copy layouthie pooradaptinty, because changes in the storage
devices will cause data to reorganize. Some random algosittem solve the problem of low

redundancy [710]. Algorithm recursively plaesk copies and enswus¢hat the same cags areon
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different storage devices. However, whenctb#ection ofstorage devicgis changed, the amount
of data reorganization is k2 times the most optimal strategy. $ikeadaptabilityof RUSH and
CRUSH algorithmin terms of additioron a single storage devieg both poor. These random

algorithmsall try to avoidtheredundancy prokim, but still have a poor adaptability.

2. Reliable Copy Layout Algorithm

In order to eliminatéhe defectsn the fault tolerance of the continuous copy layand avoid
the low redundancgroblemof therandom copy layouthis papepropossareliable copy layout
algorithm (RCDL) which assigcopes of data to different storage devicéss selfadaptvity is
discussedin Section 2.2. First, this section defines three kinds of relevance and redundancy
regardingstorage devices and data colient abstra thelayout problem as RCDL and proves it
to be the NPhard problem. Then, weakesthe conditions of the problerabstracsit into a sem
definite programming problemnd uses polynomial time algorithrto solve the problem. Given
the sze of the problemthis papemnalyzethe cost of semilefinite programming.

2.1RCDL Problem

First this paperintroduces the definitisrelated tothe RCDL problem.The heterogeneous
mass storage system for larggale data can be abstracted as dematical model. The data and
thestorage deviceare regardeds a set respectiveljhe poblemis abstracted thow to establish
the mapping between these two sets.

Suppose thdata set in storage systemXg={xy,... Xm}, wheremrepresents th®tal number
of data,andxr xorepresents a data element.

Supposethe storage device spaBeis {di;, édy}, whereN represents the total number of
storage devicegnd he di represents a storage device. The weight can be expressed as capacity,
bandwidth or a combination of both.

Supposehe current storage device seDis={d1, €édy}, wherenCN, andO P $. Suppose
the capacity o storage devicdir Do is C;, it meanghe amout of datathat can bestoredon the
device For example, if the capacity of a storage device is 5000, then the storage device can store
5000 data. Teut it simple datax; is expressedsi, andthe storage devicd ask.

DEF.1 (Correlation betweeatata and storage devgie
I " @ . Ifiis assigned to storage devkye Do, thenl(i,k)=1; elsel(i,k)=0.

DEF.2 (Copy correlation among data elements).
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I "8 &, whereiU j. If i andj are the same cgs thenrc(i,j)=1; elserc(i,j)=0.
DEF.3 (Locatiorcorrelation between data elements)

I " &, whereiUj. If i andj are lad out on different storage devices, tHe(i,j)=1; else
lc(i j)=O0.
DEF.4 (Redundancy)

| "0 &, whereiU j andrc(i,j)=1. Suppose whetc(i,j)=1, theredundancy is-degrei,)),
wherea-is the adjustment factomtherwise, the redundancy is ®is related tathe importance of
data which gives more attention to important data.

The definition of the problem RCDis as follow:

000 GOQA BAQ, _NQQI @D 0 J @0 (1)
Constraints:

I oOdB. ad p (2)

I'?v0d¢B. a@iQ 6 ©)

The poblemof the eliable copy layout of RCDis definedabove. In this definition, the goal
of Formula(1) is to maximize redundanc@onstraint(2) ensurs that dataareonly placed on a
single storage devicand Constrain{3) ensurs that the amount of daton each storage device
does not exceed the capacitytlod storage device.
Theorem 1: RCDL ignNP-hard problem

Proof: consider an instance of RCDL problem. Suppose the storage device set is
Do={d:, édy}, the data set Xo={x1,... Xm}, andthe capacity of each storage devic€iSuppose
that none of thedata sizes igreater tharC and data can be freely placed on any storage device,
thusensuring thelata amount on each storage device will not exceed its capafeitgonstructan
undireced entitledgraphG(V,E), with thedata inXo as a node antthe correlation between data as
sides The weight of each side is0Q'Q "Qi "@&XD QA FIQ, Then the instance is converted
to seeling the maximum rseparation problem of the gragh Any instance of the maximum n
separation problem of the grajgh can beused asan instance of RCDL problentGiven the

maximum nseparation problem is NRard, the RCDL problem is NRardaccordingly
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2.2RCDL Semi-definite Programming Relaxation

The RCDL problem is Nfhard We can relaxhe RCDL as a servefinite programming
problem (SDP)which makes the SDBolvedin polynomial time. First, we rdefinethe RCDL
problem. Supposgas, a2,  én} is then-dimension vector set, wheee= ( 1, Qa=(00, 1, é 0)
anda,= ( 0, 0 Weéniodlify DEF.1 to DEF.5.
DEF.5 (Correlation between data and storage dgvice

I " @ . Ifiis assigned to storage devie Do, thenl(i,k)=1; elseli=ax. Ic(i,k) can be re
written as(1- i), whereli={as, @&,  @n}. Then we rewrite _ 20 'Q Qi "€@X HAQto Wi ).
The definition of the RCDL problens equivalent to the following rdefinition of the problem
RCDL.

O GOQBRAQ 0 AQp & 4)

Constraints:

L Gdan 6o e (5)
I v 0dB. @ 6 (6)
SupposeY N 'Y gus  p is theunit sphere of fdimension vecta We replacd;

with vi, andtheny; is a vector irS,.

YOG G QUBRAQ 0 "3Qp 0 D (7)
Constraints:

" odo VY (8)

' 0dB. ®» 6 9

vi-V; is expressed a%ij, andthenX=[X;] is positive semdefinite. The target ofFormula (7)

can be expressed @s® O QEBRA Q 0 AQOp & . This formula is equivalent to
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G Q¢ QBRI QN 0 "AQID . Constraint(8) can be expressedlag® & do p. We add a
condition® n Ttto showthatXis positive semdefinite. Therthe SDP problem caakefour steps
to solve:

1. First of all, we solve the serdefinite programming problem as follepandthen getthe

matrix X.

YOO O®QIBRAQ 0 AQp O G Q¢ QBRI Q w I (10)
Constraints:

' ddo  p (11)

Qn T (12)

2. Suppos@=(v1, V2, €évy)'. BecauseX=[Xj]=[viv]], we haveX=A-AT. We solveX=A-A". to
getthematrix A, andthus obtain the vectos, vo, éval S

3.Each element in vectoir {vi, o, €évn} represents the relationship between the daiad
storage devicen. We roundyv; using a rounding algorithrf11], making data only assigned to a
single storage device. First of all, we takeandom vectorss, rz, érs from the ndimensional
spaceand sei i A FERA andl @n.i is a sample obtained from the standard distribution
(0,1), wherel {n. If the distance from a vectorirandom vectorss, r2, €r, to vi is theshortest,
thenthe datai is assigned to this vector.

4. To ensuredata ardairly laid outon storage devices, we soifrz, érs by the amount of
data obtained by each vectandmeanwhile sort the storage devitsstheir capacitiesandthen
distributethe data obtained by vectorto the corresponding stage device.

5. We repeat this random rounding prodessake the amount of data on each storage device

not exceedts capacity, so condition (63 met.
2.3 Computing Cost

We measure the computing cost of RCByanalyzinghe five steps to solve SDP. The data

amount and the number of storage devicesraaadn, respectively.
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In the first step, the variable relatedthe matrix X is , andthe number ofequatiors

involvedin Constraini(11) ism. In the second spethere arenxn variables and——— equations.
Because the data amount is much greater thanumber ofstorage devices, the total number of
variables and equationsis—— & a & —— a a a ¢ a

The roundingnumber inthe rounding algorithm isnxn, and thecomplexity ofthe rounding
algorithm isO(mxn). In the fourth step, the sorting operation of vectors and storage devices can be

done withinO(nxlogn) time; therefore,the complexity of rounding and sorting @(mxn). The
rounding algorithm needs to be executed several times to get good fairness.

3. Adaptive Data Layout Algorithm (ADL)
In order toachieveadaptability and efficiency of the layout algorithm, we put forwdel
ADL algorithm, whichintegratesheclusteringalgorithm and uniform hash methaddintroduces
a small amount of virtual storage devices, greatly reducing the required storage space. The ADL
algorithm can fairly distribute data and adaptively add/delete storage sigv@ecordance with
the weighs of the storage devicesmdmigrate the least data amountemthe storage system scale

is changedandmoreover, locate data quickiyhdconsume less memory space.

3.1 ProblemDefinition

Suppose the functiodig: XoY Do mapsthedata seio to thestorage device s€l. The relative
weight of the storage devide Do is w,, andthen the weiglst of the n storage devices arex,
W2, € W}, respectively, an®® 0 p. The data layout algorithrA can be represented as a
binary functionA(x,f), xr Xo, andthe parameteirrepresents a matching function, ak(@,f)= A(X).
The datax assigned to the storage deviséentified by the value oA(x,f).

DEF.6 (Fairness)

Let the storage device set of storage sysberdo={d1,d2, éd,}, the relative weight fothe
storage devicelr Do be wi, and thedata setbe Xo={x1,X2, €Xn}, and supposehe functionfo:
XoY Do mapthedata seio to thestorage device s, ! @M @ , andthatthe probability thathe
layout algorithm A assigis the data X to the devicedir Do is p. ! - 1, and if

FHOiQ Q 0s -,thenthe algorithm is fair [12].
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The fairness ofhe algorithm makes the probability tiedataxr Xo assigned tohe storage
devicedir Do infinitely closetothe relative weight adhedeviced;, thusensumg the dataarefairly
distributel to each storage device.

DEF.7 (Adaptive)

Let the storage device setthiestorage systerne Do={d1,d, €dy}, the relative weight of the
storage deviceir Do bew anddata sebe Xo={x1,%2, €Xn}, and supposthe functionfo: XoY Do
mapsthedata seXo to the storage device sé&lo. If the layout algorithn® meets the following two
requirements:

(1) The arrent storage device sBb becomedD*={di,d>, édy+1}. Suppose the functiofs:
XoY D* mapsthedata seko to thestorage device s&".} @M &, andif 6 affo Q@ ~ O, then
o aiQ 6 ofiQ;

(2) The arrent storage device sBy become$O QHOFE KQ HQ FE HQ . Suppose
the function"Qdg O mapsthe data setXp to the storage devicesetO .| wN @&, and if
O GiQ Qo N O, thend ¢HiQ 6 Q.

Then the layout algorithrA is adaptive.

When the storage system scalehangeddue to itsadaptability thelayout algorithm makes
the migrated data only move from the rdrangedstorage devices to the newly added storage
devices or move from the deleted storage devices to thehamyged storage devices, and there is
no data migration among the nrohanged storage devices, thus eimguthe least amount of data
migrated

When the storage devicedn+: is added, thestorage device seDo becomesO

QR FE K ,, anddata migrate only frora storage device Do to the storage deviagh.,
and there is no data migration among storage devides MWhenthe storage device; is deleted
the storage device sdDo becomesO QHQE K A HE KQ , and data migrate only
betweerthe storage device and the storage devices@ , and there is no data migration among
storage devices i .

This method makes the amowftdata migration equal tthe data amount on the added or
deleted storage device, atite system can still compute the data location ushegalgorithmA
after data migration without increasing any new rules, thus the algokittan adapto the changs
of the storage system scaihicharetransparenttouse’lAus er only needs to
configuration file about system scadmdthencorrectly position data according to the algorithm

A. In the isomorphieonsistent hash mechanism, in@rdo solve the heterogeneous problem of

data layout, we need to introduce the corresponding virtual storage devices according to tke weight
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of storage devices. If the weight differerfaetweenstorage devices is very big, then we need to
introduce a larg number of virtual storage devices.

In the worst case, if the weight of a storage device in system is very smétea@dre large
differences between its weight and thosetbér storage devices, then the number of virtual storage
devices introducetb system canndietoleratel by system memory space. In this paper, the ADL
algorithm consists of three steps:

(1) First, classifyhestorage device set usoffitige clustering algorithmandmaketheweight
differences among storage devices in each class within a preset range.

(2) After completion of the clustering, the layout mechanism between classes in accordance
with the weights of the class dividd® interval [0,1] into a plurality of suintervals, allocates a
subrintervalto each clasandassigns the data a subinterval to the corresponding class.

(3) The inner layout mechanism of each class uses the consistent hash metitisttibuee
data to specific storage devices.

The following respectivelintroduces the clustering algorithm, distribution mechanism among

the classes and layout mechanism within the class.

3.2 EffectiveAdaptive Data Layout Algorithm (ADL)
DEF.8 (Distance between the storage devices)

The weights ofli andd; in the storage dvice seDo arew andw; respectivelyandthen the
distance betweed andd; is 0 0 0
DEF.9 (Distance from storage device to class)

Let thestorage device clagse S andthe clustering centdve di, wheredir S, andthen the
distance from the storage devitdo classSis equal to the distance frotine storage device to
d.

The goal of clustering algorithm is to make the distance from the storage device in each class
to its cluster center less thére preset viue. We can calculate the distance from a storage device
to the cluster center according to the distance formulzefimition 8.

Suppose the intralass distance threshold valueTisCompae the distance fronthe storage
device tathecluster center wit T anddetermine which clagke storage devicélls within or take
it the center of a new class. First, take any one storage dgwsehe cluster center tie first

classSi. For exampletaked: as the center dheclassS;, andcompute the distance from the next

storage device; to °:. If the value is less than or equalftod.will be normalized to the clas;

otherwise d> will be the center of the new claSs. Suppose we havecluster centersCompute
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the minimum distancomtheunsorted storage devideto k cluster centerdf this value is greater
thanT, makethe storage devicd; as the center dhe new classs+1; otherwise assigthe storage
device to the class nearest to the device in élaRepeat th@rocess until all storage devices are

classified into each class. The clustering algorithm ds/itlestorage device s&o={d,d, €édn}
intoa"Qclass se€={D1,D2, éDg}. Suppose¢heclassDjis 'O MNQ plfE £ , wherel {HQthen

B & ¢&.Supposeheweight oftheclassD;isw;, then0 B 0 , andthe total weight ofQ
classesi®8 0 p. The poblem is transformed into distribng data in the heterogeneous class
setC. In order to fairly distribute data theclass se6 'O HO FE HO , theinterval [01] is re
divided into multiple subntervals according to the weight of each clasS,iand thesubinterval

oftheclassDjis™©c B 0 3B 0 . The interclass allocation algorithm DPBC (Data Placement
between Classes) matie dataxr Xo to theinterval[0,1] usingthe hash function'Qgd© Tip .
If ho(X)r 1, then assigiX to the subintervall;. By the probability theory, it is known thtite data

amount faling into each interval is proportional to the interval size. Thus data can be evenly
distributed to the class sét 'O RO FE HO .

Suppose the functioiio © 0 represerg mapping the data s¥b to theclass se€, then the
DPBC can be expressedtas functionDPBQ(x,fo), wheréO 0 6 6HQ Q.

The nterclass allocation mechanism fairly distribsitiata to each clasand at the same time
addsa new class, migratingpe optimum data amouno allowdata distributiorio achieve fairness
again.We also need a layout mechanism within class to fairly assign data distributed to each class
to each storage device the class, and migrate the least data amaumn thestorage scalés
changed.

After clusteringthe storage dewve set inthe storage system, the storage device capacity of
each class ibttle different, and thughere will not beoo manyvirtual storage devicestroduced
while the consistent hash mechanism within classsed The intraclass layout algorithm BIC
(Data Placement in Class) adopke consistent hash mechanism standgl®]. Suppose the
interval ofthe classD; is I, and thedata set faihg into the clas®; is X; accordingto theDPBC
algorithm.The rash valus of thedata elements iX; aregatheredn the interval; in [0,1], which
underthe state of local aggregatioaxe not in uniform distribution in intervaJ0,1]. In order to

ensure fairness, recalculate the hash atfiehe data elements ¥ using Qg © 1ip , make
the data elments inX; fairly distributedin the interval0,1].! 'Q N 'O, andmapQ to one point

in[0,1] using’QdO © T1ip . Because the elementyis unevety distributedin theinterval[0,1],

the corresponding virtual storage device for each stodagiceneeds to be introducedccording
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to the clustering algorithm, it is known that the weight difference between any two storage devices
in Dj is less thar2T. We ignoreheweight differencéetweerstorage devicesindthen the number

of introduced virtual storage devicis each storage device is the salecording toLiterature

[13], in order to ensure fairness, the number of introduced virtual storage devieash storage
device isklogN|. Copy each storage deg klog|N| times, and then use, to map each virtual

storage device ttheinterval[0,1].! ®N &. Suppose the distance fro¥to a storage devic@

is Qw "Q'Q . Calculae the distance fronx to each storage device (including virtual
storgge devices), and alloeathe dat#@o the nearest storage device.

Suppose the functioifip © ‘O represents mappinie data sefX; to the class seD;, then

the DPIC can be expressedtasfunctionDPIC(xf), wheréO 0 'GfiQ Q.

3.3 Data Re-organization

The gorage systemanbatchincrease storage devicasone time duringxtension. Qually
the capaciesand performance of these storage devices are very similar, which can be categorized
as a new classhereforetheinter-class digribution mechanism needs adapt to thetorage scale.
Storage devices in class are not allocated according to the physical IsghBoefore delebg the
whole storage devices in class does ngelggneralitywhich is notconsidered here. The sitian
of addng and deleing a single storage device will be descriliedata migration within clas3.he
following discussethe data transport proces$ batchadding storage devicel the initial case,
theclustering algorithm dividethestorage device set in the system iifdolassesandthe interval
[0,1] is divided into'Qsubintervals. The $orage devicesire batckaddedas a new clas®
SincetheclassO s introducedthe weights of all classes the systemarechanged, and thus
the intervaiheeds tdere-distributal in accordance with the new class weight. Suppose the weight
oftheclassDjisw;, wherep "Q "QIn order toachievethe fairness of data distributioteclass

Dj needs to migrate) 0 & data to the clas® , wherem represents the total data amount.
The ntervall; of ClassD; is dividedinto B 0 B 0 0 andB 0 0 B 0 ,

wheretheinterval B 0 0 B 0 isassigredto the chssO , andthen the sutinterval

‘O corresponding to clag® isz B 0O 0 B 0 ,andthedata faling within the

interval are migratedo the clas® . In this way, the datare fairly re-distributed in"Q p

classeslt can be seen from the above migration protieasthere i®nly migration ofthe old data

to the new clasgnd no migratiorbetween the old classes)the data migration amount is equal
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to the data amount dfienew class. Thygheinter-class allocation algorithm can effectively ensure
the fairnesandhas a good selidaptability. Add a new clasanddivide the interval of the existing
classesaccording to the weightassigrthe redundant interval of each classtie new classand

at thesametime migratethedata faling into the interval to the new class. Afithe storage system
scaleis changedike addinga new storage devic® , use’QdO © Tip to mapQ to a

certain point irtheinterval[0,1]. For dataX on theleft neighbor and right neighbaf this point,
if X is closer to the point, it is migrated to the new storage device. Thus the migration result is the

same as the calculation resultthg layout algorithm. Similarly, when the old storage de\iras

deleted for data on the storage device, calcuthsdistance to the left neighbor and right neighbor
andmigrate the data to the neareeighbor. Repeat the same process for virtual storage devices
which add new storage devices or delete storageekevl he processing for virtual storage devices
can make data distribution after migration achieve fairness again. From the above migration
process, itan be seethat the data migrate only between eddr deletel storage devices and
unchanged storage dees, and does not introduce additional data migration between unchanged

storage devices.

3.4 TheoreticalAnalysis

1. Adaptivity

In the clustering algorithm, storage devicesgathered to each class according to its weight.
Storage devices withiclass are not allocated according to the physical logatierefore deleing
the whole storage devices in class doeshaoke generality, whichis not considered herd&he
storage systentan batch increase storage devicasone time during extensiotlsually the
capacity and performance of these storage devices are very similar, which can be categorized as a
new class. For the situatiovherea single storage deviég added first determinewhich class the
storage devicéalls within, andthen migrateéhedata within class. While deletinbesingle storage
device,make adjustmentsithin the class. Although migraig data only within class will lcsthe
whole fairness, the are much morstorage devicgwithin class,andaddng storage devices will
barely change the weight of this class. Thwkethera storage device in a classadded or deleted
the weight of each classrdlychangs, andthe dataarestill fairly distributedin all classes. The
following discusses the sedfdaptivity ofthe ADL algorithmwith two cases.

(1) When storage devicesre batckadded their capacity and performance are similar
Supposethe class sety OHOFE HO becomesy 'OHOME RORO , andthe current
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storage device s&o becomed . For any clas®;r C, recalculate the weight of tii according

to the weight o0 , whichwill become smallerSplit the interval otheclassD; according to the
weight difference and distribute the redundant intervé to , and migrate the datéalling into

the redundant interval {0 . After the migration, suppose the functiofiQdgw © O represents
mapingthe data seXotothenew storage device sét. As can be seen from the migration process,
Dj just moveghedata outtdO , andthere is no data mayg into Dj andno data mowg into the
storage devic® in D;. If a data is stored on the devi€2 in D; after the migration, then the data
is also stored on the devic@ in D;j before migrationin other words,fid6 O&GHQ 'Q, and

Q N O, thend OWHQ Q.Becausé N O, andO N O, we haveéQ N O. If 6 O wHQ

Q, andQ ¥ O, thend OWHQ Q 6 OWHQ . Batchdeleing storage deviceis not a

geneal casesowe do not take it into consideratioBy Definition 7, it can be seethatthe ADL
algorithm is adaptive.

(2) Next we consider adty and remoing a single storage device. When a single storage
deviceis added the clustering algorithm firsdetermineswvhich class that storage devitals

within anda new storage devieell be added to the class. Th&h  QIQ pltE ¢ becomes

O QInQ pltFE FE FE p, andthe whole storage device 98§ become&F. Map the new
storagedeviceQ  to a point on the ring0,1], and migrate part of the datia the left or right
neighbor to this point. For several virtual nodaking into this node, the same data migration
methodis also usedAfter the migration suppose the funicin "Qggo © 'O° represents maging the
data sefXo to the new storage device s€f. As can be seen from the migration process, for any

storage devic&® N O, the data only migrate to the new storage defiice , andthere is no data

migraing into the mapping point andhe virtual storage device & . If a datais storad on'Q in

classD; after the migration, the dataalso stord on'Q beforethe migration. And for any other
classO O'0 andO O, the data position iDx has not changedt a datais stored on'Q in
classDx after the migration, then the dataalso stord on’Q before migrationTo sum up the
above,if a datais stored on d; in classDo after the migration, then the datalsostored on di
before the migration. Therefore, fop o "Q, if 6 OWHE Q, and'Q ¥ O, then
6 OWHQ Q. Becaus® N O, and0 OO, we haveQ N 'O. Therefore, i ‘O wHQ
Q,andQ N 'O, thend OWHQ Q. By Definition 2, it can be seethatthe ADL algorithm is
adaptive.Whena storage devices removedfrom the classD;, the whole storage device d8¢
481



becomedD . After a similar approacis usedo migrate data, suppose the functiGngo © O
represents mapping the data Xeto the new storage device s& , the following can alsde
proved:forp 0 "Qifd OWHQ 'Q,andQ N O,thend OWHO Q 6 OWHQ.By
Definition 7, it can be seethat the ADL ajjorithm is adaptive.

2. Performancanalysis

The ADL algorithm can preproceshe clusteringprocessOne clustering result can be reused
for data layoutandthus we do not consider the clustering timenalyzing thetime complexity
of ADL. Theclustering algorithm dividg thestorage device set into several classes based on the
distance threshold within the clasisassigrs theinterval[0,1] to each class in accordance with the
class weightWhen arranong thedataX among classes, we firstawrerse all intervals to decide
which interval thedataX shouldfall into according to thé(x) value. Suppose the totaimber of
intervak is I, in theinitial classification, each class has an intergalO "Q With the addition of
clas®s thevalueof | is constantlyincreasing.The ree data structure is adopted to save intervals
andtraversng of | values can be doneithin O(logl) time. When the classes are increased for the
first time,"O0 "Q "Q ¢'Q Whenthey areincreasd for the secondime, © ¢Q "Q p .
Whenthey areincreasd for the sthtime, © O ‘Q i p . Aftertheclustering algorithm
is adopted compard with the number ofstorage devices, the class number is greatly reduced
When thePB scale systens running the numberis limited in thebulk purchase of hundreds of
storage devices, thus the value ofloes not become greatUsingthe consistent hash positioning
mechanism within classom the literature, we can calculate the data locatidhin O(1) time.
Thus, usinghie ADL algorithm to locate a data requif@dogl) time, wherd represents the interval
numberin the current system. Next, we discuss the storage requiremethis AIDL algorithm.
According to the clustering algorithm, we chmd that the weight diffegnces betweenstorage
devices in clasarewithin a preset rang®uring intraclasslayout, ignorehe weight difference
betweerstorage devicegndthe number of virtual storage devices for each storage device is the
same. Compared with the improveidhple consistent hash method, the number of virtual storage

devices is greatly reduced. the ADL algorithm, the total number of intervals assigned to all

classes id, and each intervalneeds to be expressed widgl bits. For any clas®© QINMQ

pltE £~ 6 OHOFE HO , suppose the weight tiestorage devic® is 0 , andthe storage

device withthe smallest weight i , thentheclassDj needB —— " £9iQvirtual storage

devices. Because the weighilifferences between storage devices in clasare not big,
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B —"Qx ¢99Ris approximately equal tb ‘O £€95Q The largest number of storage devices

in class is¢ i A®,wherep 'Q "QThe class withhelargest number of storage devices

requiresd £ £0 " £95G bits to represent a virtual storage device. In the whole set of storage
devices, represeing a virtual storage device require® ¢ M & £ §Q " £€9Q bits. In the
improved simple consistent hash method, distinginghall the virtual storage devices needs

a¢ B —"Qx ¢é5Q bits. When thee are relatively largedifferences between the

performance and capaeisof the storage devices in the storage systenthel {On, the majority

values of the— are great. Since the number of storage devices in the mass storage system is
hundreds or thousands, aperthe above discussipthe value of will not become very large,
AEMa ¢ 8Q QRS is far less thart ¢ B ——" €99} . Therefore,the ADL

algorithm reduces a lot of storage space.

3. Fairness
LEMMA.1 (theinter-class algorithm DPBC is fair)

Proof: Suppose the functiofo © 0 represents mapping the data Xgtto the class set
6 'O RO hE RO  within the inter-class mechanism, thehe inter-class algorithm DPBC can be
expressed as a function©fd 6 aHiQ, whereO0 6 GfiQ "Q®. The nterval distributed to
the classO M 6 ‘'O FO FE HO is |;. Suppose the length tiie intervall; is |Ij|, andthe relative
weight ofthe classD;j is w,. DPBC assigs theinterval to classes according to the relative wesight
of classesandthus|ljj=w. Perthe probability theorytican be found that @~ & , and that the
probability ofX falling into the intervallj is |I;|, namely,the probability ofX assigned tohe class
D is |j]. Thereforey O0 6 6iQ Qo © 'O 0 thatis B 'O0 6 6iiQ ©O
O TmSo) - WMA0O0B6EAQ O O  -.According toDefinition 6, the algorithm
DPBC is fair,and X is fairly distributedin the class seC.
LEMMA.2 (theintra-class algorithm DPIC is fair)

Proof: for anyDjr C, wherep 'Q "Q suppose the functidfip © ‘O represents mapping
the data seX; to the storage device séd; within the intra-class mechanism, thehe intra-class

algorithm DPIC can be expressed as a functio® of G&iHQ, whereO 0 "'GHQ Q. Per

Literaturen Qw Q —, whereQ N ‘O. Because the relative weight'@Qf in theDj is 0
which is equal te-, andO 0 "0dHQ "Q,we havey 00 'GdiQ Qo Q — 0 .
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e oo Q 0 nmSo,) - mAROoObadiQ Q 0 -. According
to Definition 6, the DPIC algorithm is faigndX] is fairly distributed irnthe storage device s&;.
Theorem 2the ADL algorithm is fair

Proof: suppose the functiofXfo © ‘O represents mapping the data Xetto the storage
device seDo within the layout mechanism proposed by this paper, then the ADL algorithm can be
expressed as a function 6fO &HQ , whered OwWHQ "Q @ . The ADL algorithm is
composed byhe DPBC algorithm antheDPIC algorithm. Therefre,we have wN & . Suppose
O OWHQ "Qw Q,thenthere existO ¥ 6§, makng’O0 6 6HQ 0,00 'adiQ Q,
andQ Q. Thus,

NOOWHQ Q /OO0EHQ O J{o60oEHQ 0Q (13)
According toLemma 1} - 11, andthere is

nouvoéia O o @ - (14)
PerLemma2,! - T, andthere is

novoEe Q o - (15)

wherew; denotes the weight & relative toDo, andw; represents the proportion accountedby
di in D;. Then, the weight ai in Do is w- Wi, SO,
NOOWHR Q 0 D

nOo06GHIQ O Jmovada Q 0 P

RObDGHQ Q OR006aGHQ O 0 o0 opobadQ Q o

nOo0aHQ Q OO0 6ahiQa O 0 0 ORoLAFHQ Q U

novaiiQ Q 3 0o

Because) O0 '0dHQ Q ~ mip,and 0 N ip, according the arbitrariness-of Tt

and- mtandDefinition 6, itcan be seethatthe ADL algorithm is fair.
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4. Experimental and Resuts Analysis

TheRCDL algorithm has considered the copy correlation betweerddategydata layouand
stores as manycopiesof the same datas possiblen different storage devices to obtain higher
redundancy. At the same time, RCDL fairly distributetadn accordance with the capacity of the
storage device. But the computational overhead of the algoritimghs it saves datahrough
tablesand matchsstorage device informatiandposition datawhich requiregjueryng the match
table consuning large amount of time and memory space. In order to solve the heterogeneous
storage environment, ADL adoyteclustering algorithm to classify storage devices to ensure that
the capacies of the storage devices in same classwithin the preset rang&.henit usesthe
interval hash to distribute data between classes, andhesssnsistent hash method within class.
ADL has very good fairness and adaptabégithd by introducinga small numbeof virtual storage
devicesi,t greatly reduesthe storagepsace. ADL can usa predefined function to calculate data
location,thus itdoes not need to loakp table. But ADL does not consider the copy problgm
the same copiearein the same storage devigewill tend toreducethe redundancy. In order to
make upthe shortcomings of RCDL and ADL, we combine RCDL and Aridcall it MCADL.
The RCDL computational cost, query cost and storage cost are rétatbd data amouniso
limiting the data amount can reduce these costs. At present, in a large nunaa¢aiofensive
applications, the popularity of data shows hgkewness.For example, the popularity of web
objects presentteZIPF distribution. Thus we dividdedata into hot data and cold daitecording
to the data access frequenapd useRCDL ony for a small amount of hot data ancetise ADL
for cold datain this way b solvetheoverhead problems of RCDdndalso make up for the defect
that ADL ignores data copies. In order to evalibateperformance dfiICADL, we evaluatet in
a simulatel environment.The initial storage device set is configured as & the capacities of
four storage deviceare 1000,those ofthreeare2000,those ofthreeare4000,those offour are
6000, those ofthreeare 8000and those othreeare 9000. We send 400 dataandreplicate
80000 data 5 timedt is assumed that theata access obeyle ZIPF distribution. The datare
divided into hot data and cold data. The daith the highest access frequencaes hot data, and
the rest are cold data. The vatfe can be adjusted. Suppose 2000, thenthe 2000more frequently
accessed dt dataare laid outby RCDL, and the resare laid outby ADL. Based on the
configuration, weseta series of experiments to evaluaieiouscharacteristics of MCADL, such
as redundncy, fault tolerace and adaptability. All of the experimerdserun on the 2.4 GHz intel

dualcore machine.
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Fig.1. Redundancy of RR and MCADL.

4.1 Redundancy

Redundancy can reflect the reliability atorage system. We compare the redundancy of
three kinds of algoriths (1) MCADL; (2) continuous layout C[X3) random copy layout RR.
Because the CD ya outcopes oncontinuous storage devices, it doeshave the same c@son
the same storage devi@ndthus it can obtain the highest reduartty. With CD asthereference
standard, we definde redundancy factor of MCADL:

NGO E ot oo 2R0¢E QOL QIEAWE 6 00
08 XWEWETGE06: 06O QEOMO

The redundancy factor of RR is:

NOs s g K000 ¢ 00R GieomY
08 N0 LECE: 0H8 QEOBO

Figure 1 shows theomparison oMCADL with RR. MCADL can obtain higher redundancy.
At the same time, we find thtte redundancy of MCADL is very close to the optimal valaed
that with the number of storage devices inciegsits redundancylso increasesA largescale
network storage system includes hundreds of thousands of storage dewiE3ADL can be

effectivdy used inalargescale network storage system.

4.2 FaultTolerance
We use the faultolerarce to describethe distribution of the cdes from the failed storage
device omo the other storage devices. When a storage devisedaid other storaggevices store
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a copy of this storage device, the load on thedisilorage devicwill be positioned to other storage
devices.So fult-tolerarce can reflecthe storage load balancirduringdevice failures.

20,000—

10,000 Bl mMcabpL
M co
M rRR

Number of reploica

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
device number

Fig.2.Copy Distributionduring aDevice Fdure.

Figure 2 shows the copy distributionother storage devices wh thestorage device 16 fail
FromFigure 2 it canbesea that MCADL can fairly distribute loadrom the storage device 16 to
other storage deviceshis figurealso shows CRllocatesthe load orthe storage device 16 to the
adjacent four storage deviceBhe fault-tolerarce of RR is also displayed. Thaigh column
indicates that the corresponding storage device has moréréoadhe failed storage devicand
the low columnindicatesthe corresponding storage device hessload from the failed storage
device.

FromFigure 2 it can be seen th#te fault tolerance dICADL is far better thanhat ofCD,
andalso bettethanthat ofRR.

4.3 Fairness

We send 100000, 20000800000, 400000 and 600000 data respectively to the storage devices
to testthe data distribution within class and between classes.

Figure 3 (a) isainterclassdata distribution mapvherethex-axisindicateghedifferent data
amouns sent and they-axis represents the occupancy rate of each,clsshis the ratio of the
data amount assigned to the clasgs weight. As can be seen from Figure 3 (a)emwh00,000
dataare sentthe occupancy rataf each class is about 10%nddataarefairly distributed among
various classesiVhen 200,000, 300,000, 400,000, and 600,000 datasentrespectively, the
occupancy rat®f each class is almost the same. Due to the limitation of the data artiwunt,
occupancy ratef each class are not completelyntieal, but very closéo each otherFigure 3 (a)
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shows that the differensearevery small,andin terms of statistical significance, the occupancy
rate of each class equal.

The nextstep isto test the fairness of data distribution within cladseexperiment ussthe
second class as an exampMhendifferent data amouastare senthedata amount that the second
classacquiress respectively 6144, 12217, 18614, 24665 and 370B4 dataareassigned to each
storage device in lass 2 accordinghe intraclasslayout mechanism.

Figure 3 (b) shows the occupancy rate of each storage device in lass 2. The occupancy rate of
astorage device is equal to the ratio of the data amount assigimesgtorage devicto its weight.

As can be seen from Fig. (b), when100,000 datare sentthe occupancy rate of each storage
device in Class 2 is about 10%yt thedeviatiors from 10%arelarger tharin theinter-classcase
which is because the daaenountis smaller.

When othedifferent data amoustaresent the occupancy rate of each storage devi€dans
2 also fluctuatearoundthe mean valueln terms ofstatistical significance, the occupancy rate of

each storage device is equal. Figure 3 shows that the distribution of data on the storagesdevice
fair, andtherefore the ADL algorithm is fair.
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Fig.3. Data Distribution.

Figure 4 shows the +eistribution of data Wwenthe storage system scale chasdgased on
the above experiments, we still send 400,000 datheaprecondition and addirtpree storage
devicesfor consecutively four timesTheinter-class data relistributionis shownin Figure 4 (a)
where he x-axis indicates the number of classes in theesgstand they-axis represents the
occupancy ratef each class. With the increase of céssthe occupancy rate of each class becomes
smalker.

FromFigure 4 (a) it canbe sea that,when anew classs addedthe occupancy rate of each

class is almost th same. After storage devicvhose weight is 200@re added or deleted
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successivelythe redistribution of datas shown in Figire4 (b). Thex-axis represents the number

of storage devices in the class andytaxis represents the occupancy rate ohesorage device.
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Whenstorage deviceare added successivée occupancy rate gradually becomes smaller;
and when storage devices are dela@dtinuously the occupancy rate gradually becomes larger.
It can be seen from Figure 4 (Hat, whena single storage devids added or deletedhe
occupancy rate of each storage device is almost the same. Fighosvd that, after the storage

scale changgthe ADL algorithm can satisfy the fairness of data distribugain

4.4 Adaptivity

Next, we test the adaptability titfe MCADL algorithmin three casesaddinga single class,
addng and deleing a single storage devic&hree storage devicese added foconsecutively 4
timesandin each batclhe weightincreasef storage devices are respectively 10000, 12000, 14000
and 16000. According to the clustering algorithm, each batch insrsi@sagedevice points in a
class. The experiment sends 400000 data ggéeendition Figure 5 (a) shows the data migration
amount and theoretical migration amount aftew classes are addetican be seen thawith the
new clases addedthe migration datamount is very close to the theoretical value. Figure 5 (b)
shows data migration amount and theoretical migration amaben storage device$with a
weight of 2000)are addednddeleted(with aweight of 2000). Itcan be seen frorigure 5 that
theMCADL algorithm has good adaptability.
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Fig.5. Adaptivity of theAlgorithm When Devices Are Changed

5. Summary

Currently, most of the layout algorithms omgnsider the distribution of a single copyd
theredundancy or fault tolerae of multi-copylayout algorithns is poor. In order to make up for
the defectsin multi-copy layout, this paper puts forward a midbpy adaptive data layout
algorithm (MCADL), combiningthe reliable copy layout algorithfRCDL) and the effective
adaptive data layout algorith(ADL). RCDL ains atplacingthe same capson different storage
devicesand at the same timeit satisfies fairness, increases redundaaong improves &ult
tolerance It not onlymakes up the fault toleranpeoblemof the continuous copy layoubut also
avoidsthelow redundancy otherandom copy layout.

This papeformally defines theRCDL problem, and prowhat any instance of the maximum
n-sepaation problem cabe convertedo the RCDL problem,andthusthe RCDL problem is NP
hard. Thenthis paper uses thsemidefinite programming relaxation method to weaken the
conditions ofthe RCDL problem,and bysolving the semidefinite programming probhm it gets
the approximate solution afie RCDL problem. In order to redudke calculation costandtime
cost of RCDL the proposed algorithm usBCDL to layout the hottesk dataand uses ADL to
lay outother dataADL combinestheclustering algorlhm andthe consistent hash algorithm. First,
it clustesthe storage device sby weight, which make the weight difference betweerstorage
devices in the same class less than thesptevalue. Then according to the wegbt classesit
assigms thesubintervakin theinterval [0, 1], and distribeisthe dah mapped into the suimtervak
to the corresponding classto ensure that the dasaefairly assigned to class and that only the
number of subintervak is relatedto the number otlasges The proposed algorithm uses the
consistent hash method within each class to distribute data to storage déVicethe class.As

theweight difference betweerstorage devices within the claa®very small, t we do not need to
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