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Abstract: - This paper shows an approach to simplify the electronic circuits by using 

Complementary Metal Oxide Semiconductors (CMOS) transistors and develop the equivalent 

Artificial Neural Networks (ANNs). The development of these types of circuits leads to the 

simple hardware implementation of ANN models. In this paper the three basic gates already 

implemented using CMOS are designed by using simple Self Organizing Map (SOM) ANNs, 

which are unsupervised. 
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I. Introduction 

Now-a-days computing is converging towards intelligent computing. Intelligence can be best 

implemented in computers using Artificial Neural Networks (ANNs) [1, 2]. Research is going 

on to develop models which can be used in various applications like medical informatics, 

handwriting recognition, speech recognition, and other applications of pattern recognition [3, 

4, 5, 6]. After the development of these models the major challenge is to implement these 

models in the hardware circuits. If ANNs are developed equivalent to the CMOS circuits, 

then it becomes simple to map ANNs to hardware circuits using CMOS [7, 8, 9, 10]. 

 

Forssell M has worked in the field of hardware implementation of Artificial Neural Networks 

[11]. Work has already been done in this field where CMOS circuit was designed that accepts 

synapses inputs and generates pulse width modulated output waveform of constant frequency 

on the basis of activation level [12]. Logic gates are implemented in single layer and two 

layers feed forward neural network based supervised learning [13]. In an approach Artificial 

Neural Network (ANN) is used to demonstrate the way in which the biological system is 

processed in analog domain by using analog component like Gilbert cell multiplier, Adder, 

Neuron activation function for implementation [14]. Hui W et al worked on the use of 

artificial neural networks on segmented arc heather failure prediction [15]. 

 

This paper has been divided into three sections. Section-1 discusses the implementation of a 

simple ANN CMOS NOT gate. Section-2 discusses the implementation of a simple ANN 

CMOS AND gate. Section-3 explains the implementation of a simple ANN CMOS OR gate. 

 

II. NOT-Gate using CMOS and Equivalent ANN 

In Figure 1, an ANN has been developed which can replace a NOT gate. The ANN given in 

the above figure has been developed using CMOS, where ‘x’ is the input of ANN and ‘y’ is 

the output. ‘T1’ and ‘T2’ are the artificial neurons which replaces two transistors of the 

CMOS NOT gate. The ‘x’ and ‘Vdd’ are the inputs of ‘T1’ with weights ‘w1’ and ‘w2’. The ‘x’ 

and ‘Vss’ are the inputs of ‘T2’ with weights ‘w2’ and ‘w4’. Another neuron ‘R’ is used as 

referee neuron. The outputs ‘p’ and ‘q’ of the neuron ‘T1’ and ‘T2’ are the inputs to referee 

neuron with weights ‘w5’ and ‘w6’. The output of the referee neuron is ‘y’ which is the output 

of the NOT gate. Neuron ‘T1’ uses the following algorithm to generate the output. 
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Algorithm 1: Output generation of upper transistor of the ANN CMOS NOT gate. 

Step 1: The weights ‘w1’ and ‘w3’ are fixed and assigned values as given below: 

‘w1’ = -1 and ‘w3’ = 1 

Step2: Assign ‘vdd’ = -1 

Step3: Calculate ‘y1’ = x*w1 and ‘y2’ = vdd*w3 

Step4: If ‘y1’ >= 1 then ‘p’ = 1 else ‘p’ = y2 

Step 5: Stop 

 

Neuron ‘T2’ uses the following algorithm to generate the output. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 2: Output generation of lower transistor of the ANN CMOS NOT gate. 

Step 1: The weights ‘w2’ and ‘w4’ are fixed and assigned values as given below: 

‘w2’ = 1 and ‘w4’ = 1 

Step2: Assign ‘vss’ = 1 

Step 3: Calculate ‘y3’ = x*w2 and ‘y4’ = vss*w4 

Figure 1: ANN NOT-Gate using CMOS 
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Step 4: If ‘y3’ < 0 the ‘q’ = y4 else ‘q’ = -1 

Step 5: Stop 

 

The referee neuron is a simple perceptron having two inputs without a bias and an output 

which is the output of the inverter. 

 

 

Example 1: This example shows the working of an ANN-CMOS inverter. 

Let us consider the value of ‘x’ as ‘-1’. 

w1 = -1 and w3 = 1 

vdd = -1 

y1 = (-1) x (-1) 

y1 = 1 

y2 = (-1) x 1 

y2 = -1 

y1 = 1 therefore p = 1 

Now, w2 = 1 and w4 = 1 

vss = 1 

y3 = (-1) x 1 

y3 = -1 

y4 = 1 x 1 

y4 = 1 

y3 < 0 therefore q = 1 

Now p = 1 and q = 1 

 

 

 

 

 

w5 = 1 and w6 = 1 

Applying perceptron learning rule: 

y_out = p*w5 + q*w6 

y_out = (1 x 1) + (1 x 1) 

Table 1: Truth Table for ANN-CMOS NOT gate 

x w1 w2 w3 w4 w5 w6 vdd vss y1 y2 y3 y4 p q y_out y 

-1 -1 1 1 1 1 1 -1 1 1 -1 -1 1 1 1 2 1 

1 -1 1 1 1 1 1 -1 1 -1 -1 1 1 -1 -1 -2 -1 
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y_out = 2 which is > 0 therefore y = 1 

[Hence, for x = -1 we get y = 1] 

Let us consider the value of ‘x’ as ‘1’. 

w1 = -1 and w3 = 1 

vdd = -1 

y1 = 1 x (-1) 

y1 = -1 

y2 = (-1) x 1 

y2 = -1 

y1 = -1 which is less than ‘0’ therefore p = -1 

Now, w2 = 1 and w4 = 1 

vss = 1 

y3 = 1 x 1 

y3 = 1 

y4 = 1 x 1 

y4 = 1 

y3 = 1 therefore q = -1 

Now p = -1 and q = -1 

w5 = 1 and w6 = 1 

Applying perceptron learning rule: 

y_out = p*w5 + q*w6 

y_out = (-1 x 1) + (-1 x 1) 

y_out = -2 which is < 0 therefore y = -1 

[Hence, for x = 1 we get y = -1] 

 

III. AND-Gate using CMOS and Equivalent ANN 

In Figure 2, an ANN has been developed which can replace an AND gate. The ANN given in 

the figure has been developed using CMOS, where ‘x1’ and ‘x2’ are the inputs of ANN and 

‘y’ is the output. ‘T1’, ‘T2’, ‘T3’ and ‘T4’ are the artificial neurons which replace four 

transistors of the CMOS AND gate. ‘x1’ and ‘Vdd’ are the inputs of ‘T1’ with weights ‘w1’ 

and ‘w2’ and output of the neuron is ‘t1’. ‘x2’ and ‘Vdd’ are the inputs of ‘T2’ with weights 

‘w8’ and ‘w7’ and output of the neuron is ‘t2’. ‘x1’ and ‘t1’ are the inputs of ‘T3’ with weights 

‘w3’ and ‘w4’ and output of the neuron is ‘t3’. ‘x2’ and ‘t3’ are the inputs of ‘T4’ with weights 
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‘w5’ and ‘w6’ and output of the neuron is ‘t4’. Another neuron ‘R’ is used which is also called 

the referee neuron. ‘t1’ and ‘t2’ are the inputs of ‘R’ with weights ‘w9’ and ‘w10’ and output of 

the neuron is y’, which is presented to an ANN CMOS NOT gate to generate the output of 

the ANN CMOS AND gate. 

 

The transistors ‘T1’ and ‘T2’ are reverse biased so the weights of the ‘xi’ inputs ‘w1’ and ‘w8’ 

are set to ‘-1’ and weights of ‘vdd’ inputs ‘w2’ and ‘w7’ are also set to ‘-1’. The transistors 

‘T3’ and ‘T4’ are forward biased so the weights of the ‘xi’ inputs ‘w3’ and ‘w5’ are set to ‘1’ 

and other weights ‘w4’, ‘w6’, ‘w9’ and ‘w10’ are also set to ‘1’.  
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Figure 2: ANN AND-Gate using CMOS 

For the transistors T1, T2, T3, T4 and R, the outputs are calculated as given in the following 

equations: 

tout1 = x1*w1 + vdd*w2  ….Equation 1 

t1 = f(tout1)   ….Equation 2 

where, f = { 1 if tout1 >= 0 else -1} 
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Similarly, 

tout2 = x2*w8 + vdd*w7  ….Equation 3 

t2 = f(tout2)   ….Equation 4 

tout3 = x1*w3 + t1*w4  ….Equation 5 

t3 = f(tout3)   ….Equation 6 

tout4 = x2*w5 + t3*w6  ….Equation 7 

t4 = f(tout4)   ….Equation 8 

 

 

 

 

 

 

 

 

 

 

 

 

 

y’out = t2*w10 + t1*w9  ….Equation 9 

y’ = f(y’out)   ….Equation 10 

 

Table 2 displays the weight matrix for ANN-CMOS AND gate for different possible inputs of 

an AND gate. Table 3 displays the truth table of ANN-CMOS AND gate. 

IV. OR-Gate using CMOS and Equivalent ANN 

In Figure 3, an ANN has been developed which can replace an OR gate. The ANN given in 

the figure has been developed using CMOS, where ‘x1’ and ‘x2’ are the inputs of ANN and 

‘y’ is the output. ‘T1’, ‘T2’, ‘T3’ and ‘T4’ are the artificial neurons which replace four 

transistors of the CMOS OR gate. ‘x1’ and ‘vdd’ are the inputs of ‘T1’ with weights ‘w1’ and 

‘w2’ and output of the neuron is ‘t1’. ‘x2’ and ‘vdd’ are the inputs of ‘T2’ with weights ‘w3’ 

and ‘w4’ and output of the neuron is ‘t2’. ‘x1’ and ‘vdd’ are the inputs of ‘T3’ with weights 

‘w5’ and ‘w6’ and output of the neuron is ‘t3’. ‘x2’ and ‘vdd’ are the inputs of ‘T4’ with 

Table 2: Weight Matrix for ANN-CMOS AND gate 

x1 x2 w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 

-1 -1 -1 -1 1 1 1 1 -1 -1 1 1 

-1 1 -1 -1 1 1 1 1 -1 -1 1 1 

1 -1 -1 -1 1 1 1 1 -1 -1 1 1 

1 1 -1 -1 1 1 1 1 -1 -1 1 1 

 

Table 3: Truth Table for ANN-CMOS AND gate 

x1 x2 t1 t2 t3 t4 y’ y 

-1 -1 1 1 1 1 1 -1 

-1 1 1 -1 1 1 1 -1 

1 -1 -1 1 1 1 1 -1 

1 1 -1 -1 1 1 -1 1 
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weights ‘w7’ and ‘w8’ and output of the neuron is ‘t4’. Another neuron ‘R’ is used which is 

also called the referee neuron. ‘t3’ and ‘t4’ are the inputs of ‘R’ with weights ‘w9’ and ‘w10’ 

and output of the neuron is y, which generates the output of the ANN CMOS OR gate. The 

transistors ‘T1’ and ‘T2’ are reverse biased so the weights of the ‘xi’ inputs ‘w1’ and ‘w3’ are 

set to ‘-1’ and weights of ‘vdd’ inputs ‘w2’ and ‘w4’ are also set to ‘-1’. The transistors ‘T3’ 

and ‘T4’ are forward biased so the weights of the ‘xi’ inputs ‘w5’ and ‘w7’ are set to ‘1’ and 

other weights ‘w6’, ‘w8’, ‘w9’ and ‘w10’ are also set to ‘1’.  
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Figure 3: ANN OR-Gate using CMOS 

 

For the transistors T1, T2, T3, T4 and R, the outputs are calculated as given in the following 

equations: 

tout1 = x1*w1 + vdd*w2  ….Equation 1 

t1 = f(tout1)   ….Equation 2 

Where, f = { 1 if tout1 > 0 else -1} 

Similarly, 

tout2 = x2*w3 + vdd*w4  ….Equation 3 

t2 = f(tout2)   ….Equation 4 

tout3 = x1*w5 + vdd *w6  ….Equation 5 
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t3 = f(tout3)   ….Equation 6 

tout4 = x2*w7 + vdd *w8  ….Equation 7 

t4 = f(tout4)   ….Equation 8 

yout = t4*w10 + t3*w9  ….Equation 9 

y = f’(yout)   ….Equation 10 

Where, f’ = {1 if tout1 >= 0 else -1} 

 

Table 4 displays the weight matrix for ANN-CMOS OR gate for different possible inputs  

 

 

 

 

 

 

 

 

 

 

 

 

of an OR gate. Table 5 displays the truth table of ANN-CMOS OR gate. 

 

V. Discussion 

This paper is an approach to design the ANN models for basic logic gates. These basic logic 

gates designed using ANN models are based on CMOS circuits. These ANNs are simple Self 

Organizing Maps (SOMs) which uses unsupervised learning. So the synaptic weighs are 

fixed here. Some work has already been done in this field as discussed in the introduction but 

the work in this paper very simple circuits are developed. Keeping the circuit simple makes 

the circuits easy to implement. This approach can be used to simplify complex circuits in 

future. This approach is slightly deviated from the overall functioning and design of CMOS 

gates. A similar approach has been done in another paper which is more similar to CMOS 

gate. 

Table 4: Weight Matrix for ANN-CMOS OR gate 

x1 x2 w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 

-1 -1 -1 -1 -1 -1 1 1 1 1 1 1 

-1 1 -1 -1 -1 -1 1 1 1 1 1 1 

1 -1 -1 -1 -1 -1 1 1 1 1 1 1 

1 1 -1 -1 -1 -1 1 1 1 1 1 1 

 

Table 5: Truth Table for ANN-CMOS OR gate 

x1 x2 t1 t2 t3 t4 y 

-1 -1 -1 -1 -1 -1 -1 

-1 1 -1 -1 -1 1 1 

1 -1 -1 -1 1 -1 1 

1 1 -1 -1 1 1 1 
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Now-a-days complex electronic circuits are simplified using VLSI design. This can be 

done using CMOS circuits. Lot of work has already be done on ANNs. ANNs try to model 

human brain using artificial neurons. These neurons take binary inputs and produce binary 

outputs. If the CMOS circuits can be designed using ANNs, the circuits can be further 

simplified by software implementation. Complex circuits are expensive. Simple circuits can 

be designed which are less expensive. Complex functions can be carried out by ANN models 

and these models can be mapped to simple circuits. 

 

VI. Conclusion 

 

The approach in this paper is to develop simple circuits to design basic logic gates using 

CMOS. The use of CMOS circuits is used in many devices now days. ANNs are also 

becoming popular. This approach will lead to the development of simple circuits and also the 

hardware implementation of the ANN models will become simple with the advancement of 

this technology. Approach here is to initiate the work to map simple CMOS hardware circuits 

with ANN models which can solve complex problems. The work can be started by simply 

modeling logic gates with ANN. This paper is an approach to design the basic gates applying 

this logic. 
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