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Abstract

For many applications, identifying the gender information of a speaker is important. In this paper, we implemented the system which identifies the speaker and also gender of the speaker by using MFCC and GMM in an uncontrolled environment. In this text independent system, we aim on the classification using GMM for the extracted features using MFCC and also the speech signal is processed with Voice Activity Detector (VAD). In the experiments using locally recorded database, the system without voice activity detector (VAD) does not provide accurate results. So, the main aim of this paper is to develop a text independent speaker identification and also gender identification using MFCC along with VAD and GMM which improves the performance further relatively when compared with the system without VAD. The performance of the proposed system tested for 70 speakers with 100 percent recognition rate is achieved based on the log likelihood scores.
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1. Introduction

One of the biometric applications is speaker authentication that can verifies the unknown’s voice. If the gender of the speaker is known, that can be useful in many fields and also it is possible to define gender specific models. So that, the gender dependent models give more accurate results than the gender independent models due to the reduction of number of speakers to model for each class. The motive of this System is to identify the speaker as well as the gender
of the person from MFCC features through modelling with GMM which can be useful in most security applications.

The drawback in the existing system is its classification of speakers which effects the accuracy in identifying the gender. The process of identifying the gender here in this system is improved by using VAD before extracting the speaker specific features in the MFCC feature extraction phase. For this, the non-parametric model like vector quantization may not give the accurate results. So, the GMM which is a parametric model for speaker identification is the empirical observation that a linear combination of Gaussian basis function is capable of representing a large class of sample distributions. we recorded the speech signals in adverse environment but in the same matched conditions for all speakers. If it is in mismatched conditions, this leads to degrade in the performance of the system drastically. In this study, we analysed the gender recognition for large set of speakers which are recorded in the same environment. It gives almost 99 to 100 percent success rate.

Also it is developed as a text independent system using MFCC and GMM such that it does not depend on the particular text to be spoken in training and testing phases and also to work with large data set with large number of speakers such that it uses the log likelihood detector algorithm for making decision of accepting or rejecting the speaker at the final stage. These experiments are performed in different environmental states such as class rooms, office etc. Moreover, the GMM does not work properly under the mismatch conditions of training and testing. So, developing the speaker recognition system in real time through microphone is the major challenging task. The complete system involves MFCC and GMM model is developed through MATLAB.

The complete paper describes about the survey of literature on speaker recognition system using GMM in the next section. Also in the next subsequent sections, it deals about the importance of Voice Activity Detector (VAD). Thereafter, the description about GMM modelling with the proposed system and its implementation. Finally, described about the experiments conducted and the performance evaluation with results.

2. Review of Literature

S.G. Bagul, R.K.Shastri the paper was based on statistical model like Gaussian Mixture Model (GMM) and Features extracted from the speech signals (MFCC) and they concluded with FrFT based algorithms are better compared to Mel scale based methods and Gaussian mixture models provides robust speaker recognition,also computational less expensive in real time.
Ergün Yücesoy, Vasif V. Nabiyev were proposed a paper for automatic identification of gender information from a speech signal for the development of gender dependent models which gives more accurate results than gender independent models. It also focuses on the effect of number of mixture models used and its effect on the performance of the system.

Rania Chakroun, Leila Beltāïfa Zouari, Mondher Frikha, and Ahmed Ben Hamida were proposed reduced feature vector employing new information detected from the speaker’s voice for performing text-independent speaker verification applications using GMM. They concluded that this will decrease the error rate and avoided the complicated calculations and gives the better results compared to baseline systems with GMM Models.

Sourjya Sarkar and K. Sreenivasa Rao proposed “Speaker Verification in noisy environment using GMM super vectors”. They uses combined approach of GMM- SVM. For that hybrid systems, the result for the noisy data was studied and they seen significant improvement in performance of the system was observed.

M.S. Sinith, Anoop Salim, Gowri Sankar K, Sandeep Narayanan K V, Vishnu Soman proposed “A Novel Method for Text-Independent Speaker Identification Using MFCC and GMM”. They focussed on text independent speaker recognition system using GMM. The experiments conducted for various speech time durations and achieved high recognition rate.

“Improved Recognition Rate of Language Identification System in Noisy Environment” was a paper presented by Randheer Bagi, Jainath Yadav, K. Sreenivasa Rao. In this paper, they focussed on language identification in noisy environment and for that they used GMMs to train the models. Also, they used Spectral Subtraction and Minimum Mean Square Error (MMSE) methods to reduce the noise from the speech signal. They compared the recognition rate of the system for the clean signal and noise suppressed signal.

“Speaker identification and verification using Gaussian mixture speaker models” was a paper proposed by Douglas A. Reynolds. This paper was focussed to achieve the high performance speaker identification and verification, these were evaluated using different speech databases such as TIMIT, NTIMIT and YOHO. It uses different levels of degradations, speech quality with noisy signal, clean speech, telephonic speech.

3. Gaussian Mixture Model (GMM)

There are two types of methods, Deterministic methods and statistical methods. Here we used the statistical method that is parametric model called Gaussian Mixture Model (GMM) for the identification of speakers.

The weighted sum of M component densities gives the Gaussian mixture density.
The Gaussian mixture density have the parameters mean vectors, covariance matrices and mixture weights, such that these can be represented by

\[ \lambda = \{ P_i, \bar{\mu}, \Sigma_i \} \quad i=1, \ldots, M. \]

There are two main reasons for using the GMM as representation of speaker identity.

Individual densities of a multi modal density like GMM may model underlying set of acoustic classes also such that these set of acoustic classes are used to characterize the speech utterance of the particular speaker that represents some phonetics such as vowels, nasals and fricatives.

Another important reason involves, GMM is able to represent large class of samples or its distributions by means of linear representation of Gaussian functions.

GMM is a parametric model, the maximum likelihood estimation is one of the method available for estimating the parameters of GMM. The algorithm called Expectation Maximization (EM) can be used for estimation of ML parameter iteratively and these parameters maximize the likelihood of the GMM.

For to guarantee the improvement in model’s likelihood value, the following formulas can be used,

\[ \overline{p_{1}} = \frac{1}{T} \sum_{t=1}^{T} p(i/\bar{x}_{t}, \lambda) \]

\[ \bar{\mu} = \frac{\sum_{t=1}^{T} p(i/\bar{x}_{t}\lambda)\bar{x}_{t}}{\sum_{t=1}^{T} p(i/\bar{x}_{t}\lambda)} \]

\[ \sigma^2 = \frac{\sum_{t=1}^{T} p(i/\bar{x}_{t}\lambda)\bar{x}_{t}^2}{\sum_{t=1}^{T} p(i/\bar{x}_{t}\lambda)} - \bar{\mu}^2 \]

The M component Gaussian mixture density forming a GMM can be represented by \( p(\bar{x}/\lambda) \).

We have \( T \) independent training vectors for a given sequence, for these vectors calculate the log likelihood scores and search for the maximum likelihood. The log likelihood can be computed as

\[ \log p(X/\lambda) = \frac{1}{T} \prod_{t=1}^{T} p(\bar{x}/\lambda) \]
The system uses a log-likelihood scores to know whether the claimed speaker is true or false. Thus for an input vector and a claimed speaker model $\lambda_1$, the likelihood score can be given by $p(x/\lambda_1)$.

So, based upon the log likelihood scores of the unknown speaker model and the trained speaker models, the decision of accept or reject of the speaker can be made by considering a given threshold.

Selecting the order $M$ of the mixture and initializing the parameters before EM algorithm plays a dominant role in the speaker modelling.

By using likelihood algorithm, likelihood scores for all speakers are calculated for the corresponding GMM models which forms the trained database. Finally, the likelihood score of unknown speaker compared with the trained database.

**Figure 1.** Block diagram of the proposed system

4. **Voice Activity Detector (VAD)**

By extracting the information from the speech signal, the voiced and unvoiced decisions of speech signal can be performed. Here the methods used to separate voiced and unvoiced parts is zero crossing rate (ZCR) and. The zero-crossing rate is low and energy is high for voiced part while ZCR is high and energy is low for unvoiced part. Voiced part, it is periodic in nature and can be identified and extracted, while unvoiced part, it is non-periodic in nature. Zero cross count indicates the frequency at which the energy is concentrated. Energy of a speech is another parameter for classifying the voiced/unvoiced parts. The voiced part of the speech has high energy because of its periodicity and the unvoiced part of speech has low energy. We already the
amplitude of the speech signal continuously varying with respect to time. Unvoiced speech segments have less strength compared to strength of the voiced segments. The speech signal’s energy gives these variations in the amplitude of the speech utterance. Short-time energy can define as:

\[ E_n = \sum_{m=-\infty}^{\infty} [x(m)w(n-m)]^2 \]

Figure 2. The flow chart of VAD for detecting the voiced and unvoiced part of speech signal

Figure 3. Original speech signal for the word “hello”
For the below speech utterance of the word “hello” for 5sec duration, the voice activity detector is used to find only the voiced part of the speech utterance and remaining unvoiced is eliminated, such that features obtained in the feature extraction phase will be only for voiced part which improves the speaker modelling and more better speaker classification process, thus improves the identifying the speaker and gender.

Thus, the modified speech utterance such that to get only the voiced part of the speech signal can be obtained by using Voice activity detector (VAD). The sample utterance is shown in the below figure.

5. Experiments

For this Text independent system using Gaussian mixture models, the experiments conducted using Matlab 7 language environment. Here about 50 number of speakers were trained and uses the locally recorded database. Out of these 50 speakers, 40 were female and 10 were male. Also, most importantly, the experiments are conducted such that training and testing in the same environment and compute recognition rate by calculating the log-likelihood scores

%Recognition rate = [(scores obtained in the testing) / (scores obtained in the training)]*100

Here, Mel Frequency Cepstral Coefficients (MFCC) are used to extract features from the speech utterance. These features are widely used in speaker recognition to obtain speaker specific information which gives frequency distribution of sounds along with vocal tract shape and length. For each frame and Every 10 ms, 12 MFCC together with log energy were calculated.

In this, the adaptive filter can also be used to reduce the noise effects in the speech signal.

The effect of using the adaptive filter on the input speech utterance can be observed below. The
plots of the speech signal with reduced noise and the speech signal with noise can be obtained using Matlab.

6. Results

In this, the speakers are collected through microphone, thus called it as locally recorded database and the speech signal was sampled at 8KHz sampling frequency. In these experiments, the adaptive filters namely LMS, NLMS and RLS filters may be used to slightly reduce the effect of noise in the speech signal. In identifying the gender of the speaker, we compute the log-likelihood scores for each speaker, which are appeared in the modelling of the speaker through Expectation Maximization (EM) algorithm. Also, here the accuracy or recognition rate can be used to measure the performance of the system. The log-likelihood scores for all the speakers are computed and this can be useful in classifying the gender of the speaker, that is, the variations in scores for male and female can be used to classify the gender and thus finally identifies the gender and speaker simultaneously.

The recognition rate of 96.96% was achieved for the system with adaptive filter, also this can be computed based on log likelihood scores. Moreover, the unknown speaker can be accepted as a true speaker when the log likelihood ratio is below the predetermined threshold, otherwise the speaker was rejected and does imply as a imposter.

The threshold for log-likelihood score is selected as 0.3, inorder to identify the gender of the speaker. The log-likelihood score in the testing and training are used as a measure of recognition rate. This is considered for system using GMM but MFCC coefficients are obtained for speech signal without Voice Activity Detector (VAD) in the feature extraction phase.

<table>
<thead>
<tr>
<th>Testing</th>
<th>Given unknown speaker for testing</th>
<th>Log likelihood ratio</th>
<th>Gender identified as</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st time</td>
<td>S1</td>
<td>0.40</td>
<td>Male</td>
<td>76.73%</td>
</tr>
<tr>
<td>2nd time</td>
<td>S2</td>
<td>0.50</td>
<td>Female</td>
<td>Incorrectly identified</td>
</tr>
<tr>
<td>3rd time</td>
<td>S3</td>
<td>0.70</td>
<td>Female</td>
<td>Incorrectly identified</td>
</tr>
</tbody>
</table>

Table 1. The loglikelihood scores for a system without VAD involves different speakers to identify gender

The below table shows the log likelihood ratio and recognition rate for the speaker recognition system that uses VAD in the feature extraction phase, that is MFCC obtained for only the voiced part of the speech signal.
Table 2. The log-likelihood scores for a system with VAD involves different speakers to identify gender

<table>
<thead>
<tr>
<th>Testing</th>
<th>Given unknown speaker for testing</th>
<th>Log likelihood ratio</th>
<th>Gender identified as</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(^{st}) time</td>
<td>S1</td>
<td>0.77</td>
<td>Male</td>
<td>96.73%</td>
</tr>
<tr>
<td>2(^{nd}) time</td>
<td>S2</td>
<td>0.23</td>
<td>Female</td>
<td>95.56%</td>
</tr>
<tr>
<td>3(^{rd}) time</td>
<td>S3</td>
<td>0.15</td>
<td>Female</td>
<td>96.96%</td>
</tr>
</tbody>
</table>

The below figure 5 shows the maximum likelihood score for the particular speaker. Similarly, we can plot the maximum likelihood scores for remaining speakers also such that the speaker can provide any text.

![Figure 5. Plot of iteration vs log likelihood for the unknown speaker](image)

![Figure 6. Plot of Iteration vs log likelihood for one of the speaker in the trained database.](image)
The same test was conducted under different environmental conditions in both testing and training. The recognition rate was decreases and also log likelihood ratio was also not within the threshold was observed, so there was significant degradation of the performance of the system in many mismatched conditions for testing and training. But, if the speaker recognition system uses the same database for training and testing rather than mismatching then the recognition rate was improved.

Table 3. The identification of speaker under matched conditions

<table>
<thead>
<tr>
<th>Speaker</th>
<th>Log likelihood ratio</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st time</td>
<td>5.59</td>
<td>96.73%</td>
</tr>
<tr>
<td>2nd time</td>
<td>7.68</td>
<td>95.56%</td>
</tr>
<tr>
<td>3rd time</td>
<td>5.18</td>
<td>96.96%</td>
</tr>
</tbody>
</table>

The below table shows the performance of the system in real time without any adaptive filter in terms of recognition rate.

Table 4. Output for the system under mismatched conditions

<table>
<thead>
<tr>
<th>Speaker</th>
<th>Log likelihood ratio</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st time</td>
<td>&gt;8</td>
<td>57 % with the result “Speaker does not found”</td>
</tr>
<tr>
<td>2nd time</td>
<td>&gt;8</td>
<td>65% with the result “Speaker does not found”</td>
</tr>
<tr>
<td>3rd time</td>
<td>&gt;8</td>
<td>55 % with the result “Speaker does not found”</td>
</tr>
</tbody>
</table>

Figure 7. Plot of iteration vs log likelihood for an imposter

Here, the recognition rate for the system with enhanced speech signal and system with noisy speech signal are compared as shown in table 1 and table 2. Also, the speech utterance of
duration of 5sec is used for each speaker (3 times) and computed the log likelihood scores. So the task of recognizing the person in real time was somehow improved, that is shown in above tables.

The log likelihood score for each iteration was computed. So for all 200 iterations, computed log likelihood scores and GMM parameters called mean, variance also computed. The plot of log likelihood scores for the 200 iterations is shown in the below figure.

7. Conclusion

This paper shows the text independent system using GMM and MFCC along with Voice activity detector was able to identify the gender of the speaker such that this information about the speaker may useful in many security applications. The system can also use adaptive filter as pre-processing stage and also the recognition rate of 97.36% was achieved using this proposed method, while identifying the unknown speaker. However, the accuracy drastically reduces under mismatched conditions. Further, the performance of the system can be improved by optimization techniques for feature selection after the feature extraction phase.
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